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ABSTRACT

SEARCH FOR HIGH-MASS RESONANCES DECAYING INTO LEPTONS OF

DIFFERENT FLAVOR (eµ, eτ , µτ) IN PP̄ COLLISIONS AT
√
S = 1.96 TeV

Yanjun Tu

Nigel S. Lockyer

We present a search for high-mass resonances decaying into two leptons of differ-

ent flavor: eµ, eτ and µτ . These resonances are predicted by several models beyond

the standard model, such as the R-parity-violating MSSM. The search is based on

1 fb−1 of data collected at the Collider Detector at Fermilab (CDF II) in proton

anti-proton collisions. Our observations are consistent with the standard model ex-

pectations. The results are interpreted to set 95 % C.L. upper limits on σ × BR of

ν̃τ → eµ, eτ, µτ .
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Chapter 1

Introduction

At the start of the twentieth century, since the discovery of the electron by Joseph

Thompson in 1898, scientists started to probe the microscopic world and asked what

are the most basic constituents of matter and how do they interact. By the middle

of the twentieth century, the known leptons were the electron, the muon and their

two neutrinos; hadrons, such as protons and pions, and quantum mechanics were

accepted as the fundamental precepts of physics. In the middle of 1960’s, C. N. Yang

and R. Mills published a paper on the isotopic SU(2) invariance of the proton-neutron

system, the basic principles of which has become known as Yang-Mills theory. The

theory is now a cornerstone of the standard model of particle physics. Meanwhile,

physicists realized that their previous understanding, where all matter is composed of

the fundamental protons, neutrons, and electron, was insufficient to explain the new

particles being discovered. Therefore, M. G. Mann and G. Zweig proposed the quark

model in 1964. The picture of the standard model became gradually clear when its

two compositions were formed: the electroweak theory, unifying the electromagnetic

and weak force, created by S. Weinberg, S. Glashow and A. Salam in 1967, and the

quantum chromodynamics field theory of strong interactions formulated in 1973. The

discovery of the charm quark in 1974 through the J/ψ meson confirmed the success

of QCD. The W± and Z0 gauge bosons, carriers of electroweak forces predicted by
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QED, were observed at CERN in 1983. The standard model was confirmed. In

1995, the discovery of the top quark by the CDF and D0 experiments at Fermilab

convinced physicists the correctness of the standard model.

Nevertheless, the discovery of dark matter and dark energy, the evidence of neu-

trinos having mass, together with other puzzles, suggested that the standard model

is not the ultimate theory. To address many questions not answered in the standard

model, we need new physics. Besides the particles which have been observed, there

are many particles predicted by new physics yet to be discovered. These undiscov-

ered particles, expected to be heavier than most standard model particles, can be

created and detected during energetic collisions between particles in accelerators.

As the current highest energy particle accelerator, the Tevatron at Fermi National

Laboratory provides promising chances of new particle discoveries.

In this thesis, we report a search for high-mass resonances decaying into two

leptons of different flavor: eµ, eτ and µτ . The search is based on 1 fb−1 of data

collected at the Collider Detector at Fermilab (CDF II) in proton anti-proton colli-

sions. These processes, violating both lepton number and lepton flavor number, are

not allowed in the SM, but are expected in many new physics models, e.g., sneutrino

decay in the supersymmetric model with R-parity violation, Z ′ gauge boson decay

in the non-universal U(1)′-model and Higgs decay in the two Higgs doublet model.

Any discovery therefore will be a proof of the new physics. The search is interest-

ing because it is the first probe to R-parity violating couplings related to the third

generation lepton tau in a direct search. Technically, this search is very challenging

because we can only use the hadronic decay mode of the tau in order to distinguish

taus from the prompt electron and muon in the final states, where the hadronic taus

have a less accurate energy measurement, lower identification efficiency, and higher

background compared to the other charged leptons. In order to increase the signal

acceptance and reduce the background in tau channels, we have made several im-

provements, which will be discussed in the thesis. In Chapter I and II, we introduce

2



the physics motivation and the CDF detector. In Chapter III, we describe the lepton

identification. In particularly, we focus on the tau lepton identification, which is the

most challenging part of this analysis. In Chapter IV and V, we describe how the

search was performed and the results.

3



Chapter 2

Physics

2.1 The Baryon Number and Lepton Number Sym-

metries in the Standard Model

The Standard Model (SM) is a SU(3)C × SU(2)L × U(1)Y gauge theory1 used to

describe microscopic interactions. According to the SM, before electroweak sym-

metry breaking, the fundamental fermions interact via either the strong interaction

(described by SU(3)C) or electroweak interaction (described by SU(2)L × U(1)Y ),

which are mediated by twelve massless gauge bosons related to the gauge symme-

tries. With the electroweak symmetry SU(2)L × U(1)Y broken down to U(1)EM ,

three of the twelve SM gauge bosons, i.e., W± and Z0, obtain mass and become the

mediators of the weak interactions, where W± are gauge bosons of SU(2)L and Z0

is a mixing of the third gauge boson of SU(2)L and the U(1)Y gauge boson. The

remaining massless gluons and γ mediate the strong and electromagnetic interac-

tions. In the SM, the fundamental fermions are grouped into 3 families. Each family

contains 15 fundamental fermions which are listed in Table 2.1. These fundamental

1Gauge theory means that the Lagrangian of the system is invariant under the related gauge
transformation, where “gauge” implies that the infinitesimal transformation parameters are space-
time dependent.

4



names spin 1/2 SU(3)C , SU(2)L, U(1)Y
quarks (uL dL) (3,2, 1

6
)

uR (3,1,−2
3
)

dR (3,1, 1
3
)

leptons (νL eL) (1,2,−1
2
)

eR (1,1, 1)
gluon g (8,1, 0)

hypercharge gauge boson B0 (1,1, 0)
isospin gauge boson W±,W 0 (1,3, 0)

Higgs boson H (1,2, 1
2
)

Table 2.1: Field Contents in the SM.

fermions carry quantum “charges”, which correspond to the gauge group generators,

reflecting how they interact via the related forces. For example, the quarks can

interact via the strong force because they carry the SU(3)C charge “color”. The

fundamental particles can interact via electroweak interactions if they carry “weak

isospin” or “hypercharge”, which correspond to SU(2)L and U(1)Y , respectively. As

for the electric charge familiar to us, it is a relic of electroweak symmetry breaking,

related to the weak isospin and the hypercharge according to Q = T3 + Y . Here T3

is the third component of the weak isospin and Y is the hypercharge. In addition to

the gauge bosons and the fundamental fermions, a hypothesized scalar particle, the

Higgs, is predicted to give the fundamental particles mass during the electroweak

symmetry breaking (Higgs mechanism).

The SM has been very successful in several aspects:

1. it explains the three fundamental interactions of elementary particles that

make up all matter, the strong, weak and electromagnetic interactions with the

same mathematical form—Yang-Mills gauge theories.

2. it unifies the weak and the electromagnetic forces.

3. it predicts the existence of W and Z bosons, the gluon, the top quark and the

charm quark before these particles had been observed.

5



4. some aspects of the SM have been tested precisely, e.g. the electroweak mixing

angle.

Besides the gauge symmetries, there are some global symmetries like Baryon

number (B) symmetry and Lepton number (L) symmetry, which means that B

and L remain unchanged after interactions2. The conservation of B and L is an

“accidental” symmetry arising from the nature of the operators in the theory— there

are no renormalizable3 Lagrangian terms which violate B or L. In reality, all the

observed interactions conserve B and L, for instance, the beta decay: n→ p+e−+νe,

conserves B and L. In particular, if the proton would decay, the processes (e.g.

p→ e+ + π0 or p→ u+ +K0) must violate B and L since the proton is already the

lightest baryon. In fact, the proton decay has not been observed. However, the B

and L symmetries are not anomaly free, which means that in loop level interactions,

B and L are not conserved. Therefore they are not exact symmetries, although B−L

is an exact symmetry because the anomaly of B is canceled by the anomaly of L.

2.2 R-Parity Violating Minimal Supersymmetric

Standard Model

The SM is not the ultimate theory. The quantum corrections to the square of the

Higgs mass are quadratically divergent (the hierarchy problem). The SM Higgs

boson has not been observed. In addition, the SM fails to:

1. unify the strong and electroweak forces.

2. explain the neutrino masses and mixing.

3. include the force of gravity.

4. explain dark matter and dark energy

5. explain the asymmetry of matter and antimatter in the universe.

2In the SM, the leptons carry the lepton number L = +1 and anti-leptons carry L = −1, while
the quarks are assigned the baryon number B = +1/3 and the anti-quark with B = −1/3.

3The SM is a renormalizable field theory containing only operators with mass dimension ≤ 4.
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Figure 2.1: One-loop Quantum Corrections to the Higgs Mass Squared. (1)
the corrections from a Dirac fermion f , (2) the corrections from a scalar S.

To address many open questions, we need new physics. Supersymmetry (SUSY)

is one of the most promising theories beyond the SM. SUSY predicts that each SM

particle has a supersymmetric partner with the same quantum numbers but the

spin differing by 1/2. It provides a solution to the hierarchy problem because the

quantum corrections to the Higgs mass squared are not quadratically divergent any

more as the contribution from the SM particle is canceled out by the contribution

from its superpartner (Fig. 2.1).

It realizes the unification of the strong, weak and electromagnetic interactions

(Fig. 2.2). It also has other attractive aspects like providing a dark matter candidate,

the lightest supersymmetric particle (LSP).

To provide a compact description of supersymmetry representations, the SM

particle and their corresponding super-partner are built into a superfield since they

7
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Figure 2.2: Renormalization Group Evolution of the Gauge Couplings α−1
a .

The unification of the gauge couplings is realized at a scale 1016 GeV in SUSY shown
as the solid line.

transform in the same way under the gauge transformation. The superfield con-

sisting of the fundamental chiral fermion is called the chiral superfield. The chiral

superfields in the minimal supersymmetric standard model (MSSM), which is the

minimal extension to the SM that realizes SUSY, are listed in the Table 2.2. Given

a set of chiral superfields and a holomorphic function of them, which is defined as

the superpotential W , a Lagrangian term which is invariant under supersymmetry

can be constructed. The gauge invariant superpotential in MSSM is:

WMSSM = ū yuQHu − d̄ ydQHd − ē ye LHd + µHuHd (2.1)

In SUSY, the slepton and squark have the same B and L as their superpart-

ners. Unlike the SM, where the conservation of B and L is an “accidental” sym-

metry, in the supersymmetic extension of SM, there are superpotential terms that

are gauge-invariant but violate either B or L (Eq. 2.2), while all the couplings are

renormalizable.
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Names spin 1/2 spin 0 SU(3)C , SU(2)L, U(1)Y
quarks, squarks Q (uL dL) (ũL d̃L) ( 3, 2 , 1

6
)

u u†R ũ∗R ( 3, 1, −2
3
)

d d†R d̃∗R ( 3, 1, 1
3
)

leptons, sleptons L (ν eL) (ν̃ ẽL) ( 1, 2 , −1
2
)

e e†R ẽ∗R ( 1, 1, 1)

Higgsino, Higgs Hu (H̃+
u H̃0

u) (H+
u H0

u) ( 1, 2 , +1
2
)

Hd (H̃0
d H̃−d ) (H0

d H−d ) ( 1, 2 , −1
2
)

Table 2.2: Chiral Supermultiplets in the MSSM.

W∆L=1 =
1

2
λijkLiLj ēk + λ

′ijkLiQj d̄k + µ
′iLiHu,

W∆B=1 =
1

2
λ

′′ijkūid̄j d̄k (2.2)

where L, Q and H are the SU(2) doublet superfields of leptons, quarks and Higgs;

e, u and d are the SU(2) singlet superfields of leptons and quarks; λ, λ′ and λ′′ are

Yukawa couplings; the indices i, j and k denote fermion generations.

However, with the introduction of the superpotential in Eq. 2.2, the proton could

decay into a lepton and a meson (e.g. p → e+ + π0 or p → u+ + K0) mediated by

the super particle (Fig.2.3). The corresponding operators are L1Q1d̄k from the L

violating term and ū1d̄1d̄k from the B violating term. The product of the couplings

λ′11kλ
′′
11k is strongly constrained by the non-observation of proton decay.

To avoid proton decay, R-parity, defined as (PR = (−1)3(B−L)+2s, where s is the

spin of the particle), is introduced. By definition, all the SM particles have R-parity

of 1 while the supersymmetric particles have R-parity of -1. If R-parity is conserved,

the interactions in Eq. 2.2 are forbidden. However, if the B and the L are not

violated at the same time, the proton would not decay. Therefore R-parity violating

(RPV) interactions conserving either the L or the B are viable.

Therefore it is well-motivated from both theoretical and experimental points of

view to study R-Parity violating (RPV) interactions.

9
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Figure 2.3: Proton Decay. The process p→ e+π0, mediated by the super partner
of the right-handed s quark, violates both L and B.

There are 48 RPV couplings in Eq. 2.2. To satisfy the experimental bounds in

the RPV framework, one generally introduces some alternative discrete symmetry

which is weaker than R-parity, but enough for escaping experimental constraints.

Experimentally, we take such a strategy: assume that one RPV coupling is dominant

at a time while the others are negligible. In particular, some of these RPV couplings

are not strongly constrained. Those less constrained couplings are studied in low

energy experiments and high energy experiments. For example, the couplings λ13k

and λ23k are constrained by the leptonic decay of taus: τ → eντνe and τ → µντνµ.

The experimental value of the ratio Rexp, BRexp(τ → eνν)/BRexp(τ → µνν) =

1.0289 ± 0.0075, is consistent with the value predicted by the SM (RSM = 1.0282)

given the experimental uncertainty. However, if SUSY particles are involved in the

process (Figure 2.4), the difference between the Rexp and RSM can be translated

to the limit of RPV couplings (|λ13k| < 0.05 × (m(ẽkR)/100 GeV/c2) and |λ23k| <

0.05× (m(ẽkR)/100 GeV/c2) [4], where m(ẽkR) is the mass of the kth generation right

handed e-type slepton. The couplings λ′31k are constrained by hadronic decay of

τ → πντ . If SUSY particles are involved in the process (Figure 2.5), the value of

BRexp(τ → πντ )/BR
SM(τ → πντ ) is translated to the limit of RPV coupling |λ′31k| <

0.10× (m(d̃kR)/100 GeV/c2) [4], where m(d̃kR) is the mass of the kth generation right

10



Figure 2.4: Processes Contributing to the Measurement of λi3k. The limits
on λi3k come from measurements of the leptonic branching ratio of the tau (left),
which may be enhanced by RPV couplings (right).

handed d-type squark. The DØ collaboration searched for dd̄→ ν̃τ → eµ in 1.0 fb−1

of data [5]. The previous search for high-mass resonances decaying into eµ channel

by the CDF collaboration used 344 pb−1[6]. We include the third generation lepton

in final states and search for pp → ν̃τ → eµ/eτ/µτ in 1 fb−1 of data collected by

CDF to probe the RPV couplings (Figure 2.6).

2.3 Lepton Flavor Violation

In the SM, besides L number, another quantum number, the lepton flavor number,

is assigned to the three flavor leptons4. The lepton flavor violation interaction (the

number of leptons of same flavor not conserved) is not predicted in the SM. For

example, the muon decays as µ− → e−ν̄eνµ where the lepton flavor number Le and

Lµ are conserved, while the interaction of µ− → e−γ is not allowed in the SM.

In the SM, fermions obtain mass by interacting with the Higgs field. These pro-

cesses involve both left-handed and right-handed fermions. The evidence for neutrino

oscillations5 indicates that the neutrinos have masses. However, the right-handed

4Le = +1 for the e and νe, Le = −1 for e+ and ν̄e. Similar assignment for Lµ and Lτ .
5A neutrino created with one flavor is found to change to a different flavor as it travels.
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Figure 2.5: Processes Contributing to the Measurement of λ′311. The limits
on λ′311 come from measurements of the hadronic branching ratio of the tau (left),
which may be enhanced by RPV couplings (right).

Figure 2.6: RPV Sneutrino Production and Decay. Non-zero λ133, λ233, λ132

and λ′311 make ν̃τ produced from dd̄ and decaying into eτ , µτ and eµ.
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neutrinos have not been observed so far. Therefore, the neutrinos are massless in the

SM. To incorporate neutrino masses, several possibilities have been suggested in new

physics models. For example, one can obtain the gauge-invariant Dirac mass terms

by introducing right-handed neutrinos. However, the Dirac mass terms for neutrinos

are difficult to rationalize. The mass of neutrinos from the Dirac term is in the order

of yDv, where yD is the Yukawa coupling and v is the vacuum expectation value

of the Higgs. To obtain the neutrino masses with the order of a few eV, yD needs

to be extremely small. It is not natural compared with other Yukawa couplings for

the charged leptons. Therefore, the Marojana neutrino mass terms which couple

the particle with its anti-particle are more favored than Dirac terms. The Marojana

mass terms not only violate L number by a unit of 2, but also potentially violate

lepton flavor number6. All these facts suggest we should probe lepton flavor violating

(LFV) interactions.

The Supersymmetric U(1)′ Model With Non-Universal Couplings

In this framework, the SM gauge group with an extra U(1)′ was obtained from

breaking gauge group E6.

E6 → SU(10)× U(1)4 → SU(5)× U(1)χ × U(1)ψ → SU(3)× SU(2)× U(1)Z × U(1)′(2.3)

In SUSY, the supersymmetric Higgs mass parameter µ is the coupling of the su-

perpotential term µHuHd. When electroweak symmetry breaks, both Hu and Hd gets

a non-zero vacuum expectation value related to µ. Therefore, the µ parameter should

be of the order of magnitude of the electroweak scale. This seems unnatural: why is

this scale so much smaller than the Planck scale? It is so called “µ problem”. An ex-

tra U(1)′ can provide a solution to the µ problem because U(1)′ symmetry can forbid

the µ term in the superpotential. The gauge boson of U(1)′ is Z ′. The LFV interac-

tion of Z ′ is allowed and is specified by the Lagrangian density: g′
z

sin θW
[ψ̄iQ

ψ
ijγ

µψj]Xµ,

6The Majorana terms violate the lepton flavor number if the Majorana mass matrix is not
diagonal.
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E6 Model gx/gy Ql
12 upper limit Ql

13Q
l
23 upper limit

χ 0.335 10−7 − 10−5 9× 10−8 − 9× 10−6

ψ 0.432 8× 10−8 − 8× 10−6 5× 10−8 − 5× 10−6

η 0.547 5× 10−8 − 5× 10−6 3× 10−8 − 3× 10−6

Secluded 1.29 2× 10−9 − 1× 10−6 1× 10−8 − 6× 10−6

Table 2.3: Limits on Ql
ij from low energy experiment. The range of the limits

are corresponding to the different Z ′ mass MZ′ between 0.1 TeV and 1 TeV

where i, j are generation indices, g′Z is the U(1)′ gauge coupling, sinθW is electroweak

mixing angle and Qψ
ij is referred to as the “charges” [7]. Therefore, Z ′ produced by

pp̄ can decay into eµ, eτ and µτ , the same final states that we are interested. The

process rates are governed by the lepton charges Ql
ij, while Ql

ij are constrained by

low energy experiments. The µ conversion experiment in SINDRUM II at the Paul

Scherrer Institute holds the best limit on the ratio of the µ conversion process to

weak decays, which is R1 = σ(µ−N → e−N)/σ(µ−N → ν−µN
′) < 6.1× 10−13 [8]. If

Z ′ is involved in the loop contribution to µ−N → e−N , the ratio R1 is related to

Ql
12 by:

R1 = 3.1× 10−11

(
gx
gy

)4 (
Ql

12

10−5

)2 (
1TeV

mx

)4

(2.4)

where gx and gy are the U(1)′ and SM U(1) gauge couplings, mx is the mass of the

new gauge boson Z ′. Therefore the limits on R1 can be translated into the limits on

Ql
12 in E6 models as in Table 2.3.

The process µ+ → e+γ probes Ql
13 and Ql

23. The ratio of the width of µ+ → e+γ

to SM process is related to the charges by:

R2 = 1.3× 10−13

(
gx
gy

)4 (
Ql

13Q
l
23

10−5

)2 (
1TeV

mx

)4

(2.5)

The current upper limit of R2 is 1.2 × 10−11, which can be translated into the

limits on Ql
13Q

l
23 in E6 models as in Table 2.3.

The CDF collaboration performed a search for pp̄ → Z ′ → eµ and excluded a

region of the Ql
12 vs. MZ′ space[6]. Although the limit is not competitive with the
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result from the low energy experiment, it is still a valuable search because it is a less

model dependent direct search.

LFV decays of Higgs

In the case of the two Higgs doublet model (THDM), the LFV interactions of the

neutral Higgs boson take the form:

LLFV = λij
(mimj)

1/2

v
cosαl̄iljH

0 + h.c. (2.6)

which include: H → eµ/eτ/µτ .

The current constraints on λ23 (< 10) comes from the muon anomalous magnetic

moment experiment [9]. The muon magnetic momentum is defined as
−→
M = gµ

e
2mµ

−→
S ,

where the g-factor predicted by the SM is 2. The difference between the experimen-

tally observed value of the g-factor and the prediction from the SM can be interpreted

as the contribution from new physics. In particular, when the contributions from the

LFV processes are considered, the LFV coupling λ23 are constrained by the muon

anomalous magnetic moment experiment results.
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Chapter 3

The Accelerator and the CDF

Detector

3.1 Accelerator

The Tevatron at Fermilab is a synchrotron, accelerating proton and anti-proton

beams to the energy of 0.98 TeV in the 1 km radius superconducting ring. The

processes are produced during the collisions at the rate of integrated luminosity Lint
× cross section σ. To study a rare process which usually has very small cross section,

a high luminosity is needed. But the increase of luminosity is limited by the collision

frequency f , the number of the particles in each beam (NP , Np) and the beam size

(A) as:

L = f
NpNp

4πA
. (3.1)

At present, the highest instantaneous luminosity at Tevatron is 3 × 1032 cm−2s−1

and the integrated luminosity with respected to time since Tevatron started to run

is 4 fb−1, which means that if a process has the cross section of 1 fb, there will be

4 events produced in the collisions during the total period of Tevatron running.

16



Figure 3.1: The Fermilab accelerator chain. It shows the stages in the acceler-
ation of proton and anti-proton, which end with the collision in the Tevatron .

Protons and the antiprotons are produced and accelerated in the Fermilab accel-

erator chain (Fig.3.1). First, electrons are added to the H atoms to form H− ions.

Then the H− ions are accelerated to the energy of 750 KeV in the Cockroff-Walton

pre-accelerator which is in essence a voltage multiplier generating high voltage at

relatively low currents. Then the H− ions are injected into the 150 m long linear

accelerator (Linac). The Linac accelerates the H− ions to 400 MeV. The electrons

are then stripped by passing the ions through a carbon foil. Then the protons are

injected to the circular accelerator Booster and are accelerated to the energy of 8

GeV there in a period of 33 ms. The protons from the Booster are injected into

the Main Injector. They are accelerated to 120 GeV for the anti-proton produc-

tion or 150 GeV for injection into the Tevatron. To produce the antipron, 120 GeV

protons from the Main Injector interact with a nickel target. Approximately one

antiproton is produced for every 104 incident protons on the target(Fig. 3.2). After

being produced at the target station, antiprotons are sent through the Debuncher.

The stochastic cooling system in the Debuncher can reduce the spread in the energy
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Figure 3.2: Anti-proton production. Anti-protons are produced as a beam of
protons strikes a nickle target.

distribution of the antiprotons prior to injection the Accumulator. Subsequently, to

accumulate a large number of antiprotons, the Accumulator is used to accumulate

antiprotons from the Debuncher over several hours or days, where additional cooling

systems is necessary to keep the antiprotons at the desired momentum and mini-

mize the transverse beam size. The Recycler ring is a second accumulator ring used

to recycle the remaining anti-protons from Tevatron stores. The anti-protons at 8

GeV from either the Accumulator or the Recycler are accelerated to 150 GeV in the

Main Injector and then injected into the Tevatron. In the Tevatron, the 3 trains of

proton and anti-proton (12 bunches per train, each bunch separated by 396 ns) are

accelerated to the energy of 0.98 TeV and collide at the location of the CDF and D0

detectors,
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Figure 3.3: The CDF detector. The CDF detector is build of several subdetectors
that contribute to the reconstruction of physics processes in collisions.

3.2 The CDF Detector

CDF is a general purpose detector, which consists the several of sub-detectors sur-

rounding the interaction area. It is designed to measure the energy, momentum and

the identity of particles produced in Tevatron collisions. Starting from the interac-

tion point, particles go through in sequence: the tracking system, calorimeter system

and muon system, as shown in Fig 3.3.

3.2.1 The CDF Coordinate System

The CDF detector uses a coordinate system where the +z is the direction along the

protons beam, +x is towards the outside of the Tevatron ring and +y is the vertical

direction pointing upwards. A cylindrical coordinate system is frequently used: r

is the radial distance from the beam line, θ is the polar angle from the beam line

(θ = 0 in the direction of +z and θ = 90◦ perpendicular to the beam), and φ is the

azimuthal angle (φ = 0 in the direction of +x and φ = 180◦ in the direction of −x).

In addition, the quantity pseudorapidity η is frequently used, where η = − ln tan θ
2
.
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3.3 Tracking System

The CDF Tracking System is designed to reconstruct the trajectories of charged

particles. The system, consisting of the Silicon Detectors and the Central Outer

Tracker (COT), is contained in a superconducting solenoid which generates a 1.4 T

magnetic field parallel to the beam axis.

3.3.1 Silicon Detectors

The CDF silicon detectors are designed for performing secondary vertex measure-

ment and high precision tracking. They consist of 7 central layers (8 forward layers)

of silicon microstrip sensors. The sub-detectors include Layer 00, the Silicon Vertex

Detector (SVX II) and Intermediate Silicon Layers (ISL). Layer 00, located on the

beam pipe at radius r = 1.35 cm, consists of single-sided silicon sensors and covers

|η| < 4.0. SVX II, located outside of the Layer 00 at the radius from r = 2.1 cm

to 17.3 cm, consists of 5 double-sided sensors and covers |η| < 2.0. The ISL, lo-

cated between the SVX II and the COT consists of the central layer (at r = 22 cm,

|η| < 1.0) and forward layers from r = 20 cm to r = 28 cm, 1.0 < |η| < 2.0. The r-z

plan view of the silicon detectors is show in Fig. 3.4.

When charged particles pass through the silicon sensor, they ionize the silicon

and produce electron-hole pairs, the number of which is proportional to the energy

loss of the charged particles. Under an external applied electric field, electrons drift

towards the anode and holes drift to the cathode, and the charge is collected. The

total charge generated by the incident particle is a measure of the deposited energy.

The track of the charged particle is reconstructed using the readout information

from many sensors. One of advantages of using silicon detectors is the low energy

required to create an electron-hole pair, 3.6 eV, less than the ionizing energy in a

gas. In addition, the high density of silicon enables precise position measurements

(the CDF silicon detector has spacial resolution of 10 µm).
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Figure 3.4: The r-z plan view of the silicon detectors. The CDF silicon detec-
tors are designed for performing secondary vertex measurement and high precision
tracking. They consist of 7 central layers (8 forward layers) of silicon microstrip
sensors.

3.3.2 Central Outer Tracker

The Central Outer Tracker (COT) is a cylindrical drift chamber located outside of

the Silicon Detectors at a radius from r = 40 cm to 137 cm and covers |η| ≤ 2.0. It

consists of 8 superlayers (4 in the direction of beam line are called axial superlayers

and 4 with stereo angle ±2◦ are called stereo superlayers.) Superlayers are made of

varied number of cells (superlayer 1 has 168 cells and superlayer 8 has 480 cells).

Each cell consists of a field sheet and 12 sense wires alternated with the potential

wires. The chamber is filled with a mixture of Argon and Ethane gas (50 : 50).

A particle passing through the COT interacts with the gas. The molecules are

excited and ionized. Positively charged ions and free electrons are created. If a static

electric field is applied in the detector, electrons drift in regions of low electric field,

then reach the high field or avalanche region near a anode wire, where amplification

and detection occur. Electrons drift faster than ions due to their low mass. The drift
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velocity also depends on the strength of electric field, the properties of gas molecules

, etc.. The drift time, a measure of the position of the original particle, is determined

by the drift velocity and the distance.

The COT is used to measure the momentum of the charged particles. The COT

is placed in the 1.4 T magnetic field such that the charged particles travel in a helix

with the radius r = pT
|q|B , where the pT =

√
p2
x + p2

y (transverse momentum), q is the

particle charge and B is the magnetic field. By reconstructing the track’s curvature

in r-φ plan, pT is determined.

3.4 Time of Flight System

The Time of Flight (TOF) is a scintillator detector positioned outside the COT at

the radius 1.4 m. It is used for particle identification, especially for distinguishing

K± from π±, which is very important in B physics. It measures the time of flight of

a particle with respect to the collision time. The mass of particles can be determined

by m = p
c

√
c2t2

L2 − 1, where p is the momentum, L is the path length and t is the time

of flight. The TOF allows a 2σ separation of K± from π± with the momentum less

than 1.6 GeV/c.

3.5 Calorimeter System

The Calorimeter System, located outside the Tracking System, measures the energy

and direction of the particles going out of the tracking system. Covering a pseudo-

rapadity range |η| < 3.6, the whole system consists of Central Calorimeter and Plug

Calorimeter, both with electromagnetic and hadronic compartments for measuring

the energy of electrons/photons and hadrons respectively.
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3.5.1 Central Calorimeter

The Central Calorimeter, segmented into towers (each tower is 15◦ in azimuthal and

0.11 in pseudorapidity), consists of the Central Electromagnetic Calorimeter(CEM)

(|η| < 1.1), made of lead-scintillator, followed by the Central Hadronic Calorimeter

(CHA |η| < 0.9) and the Endwall Hadronic Calorimeter (WHA 0.8 < |η| < 1.2),

made of iron-scintillator.

When the particles (e.g. photon, electron, hadron) pass through the calorimeter,

they interact with the material in the calorimeter (lead in the CEM or iron in the

CHA) by electromagnetic interactions (in the CEM) or hadronic interactions (in the

CHA). Showers of charged particles are produced, where their energies are measured

to determine information about the primary particle. The length scale of the shower

is set by the radiation length of the material (or the interaction length in case of the

hadronic interaction).

The way to measure the energy of hadronic or electromagnetic showers in lead or

iron is to place the scintillator next to the lead or iron so that the scintillator emits

low-energy photons (blue light) when struck by charged particles from the shower.

The produced photons are subsequently collected by photomultiplier tubes (PMTs).

By adding up the signal collected in the surrounding photomultiplier tubes, we can

determine the energy of the charged particles, therefore the energy of the primary

particle. The energy resolution is 13.5%/
√
ET ⊕ 2% for CEM (50%/

√
ET ⊕ 3% for

the CHA), which is limited by the granularity of the calorimeter.

3.5.2 Calibration of the Electromagnetic ShowerMax Cham-

ber

The CES is a subdetector system which is a multiwire proportional chamber with

the 2-coordinate readout (in the strip and wire). An e or γ creates a shower which

is read out as two independent clusters: one cluster in the wire direction (parallel
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with the proton beam) and one cluster in the strip direction (perpendicular to the

beam). The electron reconstruction requires two readout clusters from a strip and

wire matching with a COT track. The γ reconstruction requires that no COT track

points to the clusters.

Ideally, the energy measurement of the strip cluster and wire cluster from the

same shower should be consistent. However, geometry distortions of wires can cause

non-uniform gas gap between them. As a result, the ratio Rsw becomes a function of

the shower position and can vary as much as ∼ 40%. A uniform detector response

is achieved by determining a global CES energy scale such that the corrected energy

of the cluster does not depend on its position.

As a result of calibration, the energy of the strip cluster and the wire cluster

from the same e or γ shower would be the same within an accuracy ∼ 5%, which

significantly increases the efficiency of matching the clusters to form a shower. The

e and γ reconstruction benefit from the calibration mentioned above.

3.5.3 Plug Calorimeter

To extend the coverage of the calorimeter to a larger pseudorapidity, the Plug Elec-

tromagnetic Calorimeter (PEM) was placed outside the barrel end of COT (one

plug on each side, which covers 1.1 < |η| < 3.6) and the Plug Hadronic Calorimeter

(PHA) follows the PEM, covering 1.2 < |η| < 3.6).

3.6 Muon System

The Muon System is the outermost device, located outside the Calorimeter System.

Because muons don’t interact strongly with matter and have a long life time (2.2

µsec), they can travel a long distance, pass through the calorimeters, and reach

the muon detectors. Muon detection has low background because in general other

charged particles have been absorbed before reaching the muon detectors. The Muon
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System at CDF consists 4 sub-detectors: Central Muon Detector (CMU |η| < 0.6),

Central Muon Upgrade (CMP |η| < 0.6), Central Muon Extension (CMX 0.6 < |η| <

1.0) and Barrel Muon Detector (BMU 1.0 < |η| < 1.5). They are made of single

wire drift chambers.

When a muon reaches the Muon Detectors, it interacts with the gas in the drift

chamber, which produces electrons drifting in the electric field that are collected by

the anode wire (similar mechanism to the COT). The existence of the muon stub,

which is reconstructed from the hits, in the muon detectors is the main criteria for

muon identification.

3.7 Trigger

Given that among the large number of events produced in collisions only very few

are interesting physics events, the CDF trigger system is designed to rapidly decide

which events to keep, when only a small fraction of the total can be recorded. The

CDF 3 Level trigger system reduces the event rate of ∼ 2.5 MHz down to ∼ 100 Hz

for data storage and off-line analysis.

Level 1 (L1): a hardware trigger which uses the information from the readout

electronics of the sub-detectors and make a decision by simply counting the physics

object (e.g. one 8 GeV electron). The time between the bunch crossing and the

decision being made by the L1 is less than 5 µsec. The output event rate is ∼ 30

kHz.

Level 2 (L2): the events accepted by L1 are sent to one out of four L2 buffers

for partially reconstructing and evaluating (up to 4 events can be processed at the

same time). The time for processing is up to 35 µsec per event. The output event

rate of the L2 is ∼ 1 kHz.

Level 3 (L3): L3 accesses the complete information of the event and uses the

offline code (tracking, calorimeter, muon stub finding algorithm, etc.) to reconstruct
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Figure 3.5: The behaviors of various particles in the CDF detector.

and select the events being accepted by the L1 and L2. The reconstruction and

selection are performed by a farm of Linux PC’s such the processing time per event

is of the order of one second. L3 further reduce the event rate to ∼ 100 Hz.

3.8 Production Algorithm

The events passing the L3 trigger are recorded to tapes. To determine the initial

physical process occurring at the interaction point, we need to reconstruct the event

in a more precise way compared to the trigger level. At CDF, we have two stages

for reconstructing the events off-line. First, we pass the event information from the

subdetectors to the production algorithms (particles produced in the physical process

are detected by the subdetectors as shown in Figure 3.5.), which reconstruct the

basic objects such as electromagnetic clusters, tau candidates and muon candidates.

Second, the basic objects reconstructed by the production algorithm need to pass

some identification criteria, to be identified as real physical particles. The lepton

identification algorithms will be described in the next chapter.
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Chapter 4

Lepton Identification

In this analysis, we are searching for the signatures with full lepton final states.

Therefore, efficient lepton identification algorithms are required to fully reconstruct

the physics events. In this Chapter, we will describe the electron, muon and tau iden-

tification algorithms, which identify the basic objects, electromagnetic clusters, tau

candidates and muon candidates that are reconstructed by the production algorithm.

In particular, we will describe the improvements on electron and tau identification

algorithms, compared with the CDF default algorithm.

4.1 Electron

Electron reconstruction starts from a cluster of energy in the central calorimeter,

matching it to a shower in the CES and a COT track. To obtain a pure sample of

electrons, a set of identification criteria is then applied to the electron candidates.

Based on the new CES calibration (described in 3.5.2), which gives more robust

track-CES matching, we have developed a new set of electron identification criteria,

where we inherit some standard electron identification criteria and modify those less

efficient criteria.
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The criteria inherited from the CDF standard electron identification are the fol-

lowing:

Geometric and kinematic requirements: the electron is required to be in the

central region, with pseudorapidity |η| less than 1.0. The track must extrapo-

late into the fiducial region of CES. We require a transverse energy ET greater

than 20 GeV and a transverse momentum PT greater than 10 GeV/c, because

we consider only high ET electrons. The track must originate from the beam

spot. The distance between the electron track and the interaction point in the

z-coordinate Z0 must be less than 60 cm.

Track quality requirements: the electron track is required to have more than 3

axial (stereo) COT segments with at least 5 hits each. The χ2/dof, chi square

divided by the number of degrees of freedom, which reflects the goodness of

the fit to hits in COT track reconstruction, needs to be less than 3.

Other requirements: we require that the electron is not from a γ conversion [11].

The basic idea of the conversion rejection algorithm is to reject an electron ac-

companied by a opposite-sign track which originates from the same displaced

point. Because a real electron deposits most of its energy in the electromagnetic

calorimeter, we require the ratio of the total hadronic energy over the total elec-

tromagnetic energy of the shower, Ehad/Eem, to be less than 0.055+0.00045×E.

To isolate the electron from background, the isolation energy defined as the

measured energy surrounding the electron (within the cone R ≤ 0.4, where

R =
√
η2 + φ2) is required to be less than 10% of the electron energy. The

Lshr (Lateral Shower Sharing) variable is used to compare the energy depo-

sition in the adjacent tower (next to the seed tower, the most energetic one)

with the expected value from the test beam electron shower. Its definition is
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Lshr = 0.14 Σi(Ei
measure−Ei

expect)√
(0.014

√
EEM)2+

∑
i
(∆Ei

expect)2
, where Ei

measure is the the energy mea-

sured in the ith adjacent tower, Ei
expect is the expected energy, 0.014

√
EEM is

the uncertainty of the EM energy measurement and ∆Ei
expect is the uncertainty

of the expected energy.

Modification to standard electron identification as used in the new identification are:

E/Ptrack ≤ 2: the standard E/Ptrack ≤ 2 criteria is designed to reject electron origi-

nating from γ conversion. However, it also suppresses electrons that bremsstrahlung.

When an electron radiates a γ, the momentum of the electron track decreases

but the total energy assigned to the electron does not since the γ close to

the electron is detected in calorimeter and contributes to the electron en-

ergy measurement. Therefore an electron experiencing bremsstrahlung exhibits

E/Ptrack ≥ 2. To recover this kind of electron, we remove the E/P cut and rely

on explicit conversion removal, since the CES calibration helps resolve the over-

lapped clusters from converted electrons more efficiently.

−3.0 ≤ Q ·∆X ≤ 1.5 and |∆Zces| ≤ 3.0 cm: the ∆Xces and ∆Zces are distances be-

tween the track extrapolated to the plane of the CES and the shower position

measured by the CES (in x and z coordinates). A good match between the

cluster and the track is required. We remove these 1-dimensional cuts and

replace them by a 2-dimensional cut (described later).

χ2
strip ≤ 10: this requirement is applied to compare the profile of the CES strip cluster

with respect to the cluster shape from electron test beam data. We remove

this cut because the reconstruction of the CES clusters is more reliable after

we have calibrated the CES energy response.

The new identification criteria:
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CDF Default ”tight” CEM New ”tight” CEM
DetCode = 0(central) = 0(central)

FidEleTrk = 4 = 4
|ZCot| ≤ 155 cm
ZCes 9 cm ∼ 230 cm 9 cm ∼ 230 cm
|XCes| ≤ 21.5 cm ≤ 21.5 cm

ET ≥ 20 GeV ≥ 20 GeV
Beam constrained PT ≥ 10 GeV/c ≥ 10 GeV/c
Beam constrained |Z0| ≤ 60.0 cm ≤ 60.0 cm

COT Ax. Seg. ≥ 3 (5) ≥ 3 (5)
COT St. Seg. ≥ 3 (5) ≥ 3 (5)

χ2
cot ≤ 3 ≤ 3

Conversion false false
Ehad/Eem ≤ 0.055 + 0.00045 ∗ E ≤ 0.055 + 0.00045 ∗ E
Isolation ≤ 0.1 ≤ 0.1

Lshr ≤ 0.2 ≤ 0.2
E/Ptrack ≤ 2 unless PT ≥ 50GeV

Q ·∆Xces −3.0 ≤ Q ·∆X ≤ 1.5
|∆Zces| ≤ 3.0 cm
χ2

strip ≤ 10

∆Rces ≤ 3.0 cm
Eces/Ptrack ≥ 0.3

Table 4.1: List of Electron Identification Criteria.

∆Rces ≤ 3.0 cm: we cut on the 2-D distance between the extrapolated track and

the CES shower, instead of cutting on 1-D distances ∆XCES and ∆ZCES,.

Eces/Ptrack ≥ 0.3: we require the energy of the CES shower Eces to be consistent with

the track momentum Ptrack.

The electron identification criteria are summarized as in Table 4.1.

4.1.1 Electron identification Efficiency εele and Scale Factor

Electron identification efficiency is the probability for electron candidates to pass the

identification selection.
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We measure the electron identification efficiency in data (εdata
ele ) and Monte Carlo

generated sample (εMC
ele ). The ratio of εdata

ele and εMC
ele is referred to as the scale factor,

which can be used to rescale the εMC
ele .

We use Z → e+e− events to measure the εID. To select Z → e+e− events, we

require one isolated central electron passing all the tight cuts listed in Table 4.1

and another central electron passing all the probe cuts (which are geometric and

kinematic cuts). In addition, the two electrons are required to have opposite charge

and invariant mass are in the range 76 GeV/c2 < Mee < 106 GeV/c2.

The identification efficiency is calculated as:

εele =
2NTT

NTP + NTT

(4.1)

where NTP is the number of events with one tight electron and one probe electron

and NTT is the number of events with two tight electrons.

The selected events in data contain QCD dijets and γ+jets background. We

measure the background using the events which contain two leptons with the same

charge (referred to as “same sign” events), because the probability of finding “same

sign” electron pairs and “opposite sign” pairs are the same in the background events.

We need to take into account that “trident” Z → e+e− events (where one of the

electrons radiates a γ which converts into e+e−) could also yield same sign electron

pairs. We use a Monte Carlo generated sample to estimate the number of same sign

events from trident events. Then we subtract them from the total same sign events

in data as an estimate of background in data.

Monte Carlo generated sample data

NTP(opposite sign) 133757 8582

NTP(same sign) 1246 (trident) 169

NTP(corrected same sign) – 89

NTT(opposite sign) 113380 7051

NTT(same sign) 163 (trident) 16

NTT(corrected same sign) – 6
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The identification efficiency measured in the Monte Carlo generated sample is:

εMC
ele =

2× (113380)

133757 + 113380
= 91.8% (4.2)

and in data:

εdata
ele =

2× (7051− 6)

(8582− 89) + (7051− 6)
= 90.7% (4.3)

The scale factor between data and Monte Carlo generated sample is εdata
ele /εMC

ele =

90.7%/91.8% = 0.99

4.1.2 Jet-to-Electron Misidentification Probability

Hadrons from quark and gluon fragmentation are reconstructed as jets. Some of

hadronic jets deposit more energy in the electromagnetic calorimeter and appear

like electrons. For instance, a π+π0 jet system might be reconstructed as an electron

candidate.

To study the probability for those electron candidates from jets to be misidenti-

fied as electrons, we use the following triggered data samples: Jet20, Jet50, Jet70,

Jet100 (at least one jet with ET > 20, 50, 70, 100 GeV, reconstructed in a cone,

∆R ≤ 0.7 , where ∆R =
√

∆η2 + ∆φ2); and Monte Carlo generated samples Jet300

(Jet500), which are generated with at least one parton with PT > 300 GeV/c

(PT > 500 GeV/c). The jet-to-electron misidentification probability is defined as:

Pele
mis =

Ntight

Ncandidates

(4.4)

where Ncandidates is the number of the electron candidates with ET > 20 GeV in the

Jet20 sample (> 50 GeV in Jet50 sample, etc.), track PT > 10 GeV/c, HadEt
EmEt

<

0.06 + 0.006 × E in the jet sample, Ntight is the number of denominator candidates

passing the tight electron identification selection. We measure Pele
mis as a function of

electron energy. We found that Pele
mis in different jet samples are consistent within the

statistical uncertainty. The Pele
mis in the Monte Carlo generated samples are consistent

with the extrapolation from the data, shown in Figure 4.1.
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Figure 4.1: Jet-to-Electron Misidentification Probability. We found that the
misidentification probability in different samples are consistent within the statistical
uncertainty. The misidentification probability in the Monte Carlo generated samples
are consistent with the extrapolation from the data.

4.2 Muon

A muon is reconstructed by matching the stub in the muon detectors to a COT track.

In this analysis, we require that muons either have the CMU-only stubs, CMP-only

stubs, CMU and CMP stubs or CMX stubs. They are required to pass the standard

CDF muon identification cuts listed in Table 4.2.

4.3 Tau

Taus require special selection criteria, being heavy (mτ = 1.777 GeV/c2) and unsta-

ble (cτ = 87 µm). We know that 35% of taus decay leptonically to `ντν`(γ) where

` = e, µ and 65% of taus decay hadroniclly into hadrons plus ντ . In this analysis,

we can only use the hadronic decay modes of the tau in order to distinguish taus

from the prompt electron and muon in the final states, where the the hadronic taus
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Muon identification
Beam constrained PT ≥ 20 GeV
Beam constrained |Z0| ≤ 60.0 cm

EHad ≤ max(6, 6 + 0.0280× (P− 100)) GeV
EEm ≤ max(2, 2 + 0.0115× (P− 100)) GeV
χ2

cot ≤ 3
COT Ax. Seg. ≥ 3(5)
COT St. Seg. ≥ 3(5)

Track |D0| ≤ 0.2 cm if no silicon hits
Track |D0| ≤ 0.02 cm if silicon hits > 0

Track Isolation ≤ 0.1
∆Xcmu ≤ 3.0 cm
∆Xcmp ≤ 6.0 cm
∆Xcmx ≤ 6.0 cm if CMX

ρ(η,Z0, 155) ≥ 140 cm if CMX

Table 4.2: List of Muon Identification Criteria.

have a less accurate energy measurement, lower identification efficiency and higher

background compared to the other charged leptons. In order to increase the signal

acceptance and reduce the background in tau channels, we have made several im-

provements in this work. First, we improves the accuracy of the reconstructed tau

energy based on the calibration of CES energy response. We develop new algorithms

to reduce the background due to the misidentification. Finally, we have improved

some tau identification criteria, which had been used as the default at CDF but were

found less efficient for the energetic taus from heavy particles decay.

We reconstruct hadronic taus through their decay products, π0, π± and K± by

using tracks in the COT, energy clusters in the calorimeter, and CES information.

The ντ escapes from the detector and contributes to the missing transverse energy

(MET).

A new tau cluster is reconstructed starting from a seed tower, which is required

to have ET > 6 GeV. All the neighboring towers are added to the cluster if their

ET > 1 GeV. Given the tau mass, the size of the cluster is expected to be small.
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Therefore, we require the tau cluster to have ≤ 6 towers.

To reconstruct tracks produced by the charged particles from tau decays, all the

COT tracks are extrapolated to the calorimeter. The highest PT track that falls

within a cone ∆R ≤ 0.4 around the cluster is chosen as the seed track of the tau.

The seed track is required to have transverse momentum PT > 4.5 GeV/c. There

may be more than one charged track produced in hadronic tau decays, so the tracks

with PT > 1 GeV/c and within 10 degrees around the seed track are added as tau

tracks.

The π0 is reconstructed by its decay products, γγ. The standard CDF π0 re-

construction algorithm measures the shower position using the CES and the energy

from CEM. However, when the π0 is from a tau decay, it is frequently accompanied

by charged π±(’s) or K±(’s), which sometimes also deposit energy in CEM. This

affects the accuracy of the energy measurement of the π0 from the CEM. However,

the charged π± and K± behave as minimum ionizing particles in the CES because

the CES is located in the front part of the CEM. In addition we can distinguish

the charged π± and K± from π0 through their different shower profiles in the CES.

Therefore, we can use the calibrated CES instead of the CEM to measure the π0

energy with better accuracy.

Besides, in the CDF standard algorithm we fail to reconstruct a π0 if the π0 is

very close to a track (distance < 4 cm). A large discrepancy (> 3σ) between the

CEM energy measurement of tau and the tau visible energy (the energy of visible

four-momentum — sum of the tau track and π0 four-momenta) would indicate that

the π0 is missing. To recover the missed π0, we assign a neutral particle with the

energy equal to ECEM − Evisible and associate it to the tau.

As a result of the improvements mentioned above, the resolution of the tau visible

energy improves as shown in Figure 4.2.

In order to identify a tau, besides the geometric, kinematic and track quality

cuts, the following tau identification cuts are applied:
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Figure 4.2: Tau Visible Energy Measurement. Reconstructed tau visible energy
is closer to the real energy (at generator level in Monte Carlo generated samples) us-
ing the new algorithm (blue) compared to the CDF default reconstruction algorithm
(red).
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Figure 4.3: Tau Seed Tower ET. The seed tower ET distribution of taus from W
boson decays (Monte Carlo generated sample).

seed tower ET ≥ 10 GeV: the seed tower is the highest ET calorimeter tower. The

cut value is selected because most taus from heavy particle decays have a seed

tower ET > 10 GeV. Figure 4.3 shows the seed tower ET distribution of taus

from W boson decays in a Monte Carlo sample.

seed track impact parameter |D0| ≤ 0.2 cm: the seed track impact parameter

|D0| is the minimum distance from the interaction point in the transverse plane.

Figure 4.4 shows the seed track D0 distribution for taus from W boson decays

in a Monte Carlo sample.

track isolation: tracks are not allowed within the isolation annulus, where the

annulus is between θsig (10◦) and θiso (30◦) surrounding the seed track, given

that tau jet is narrow, as shown in Figure 4.5.

There are three new criteria to improve the tau identification. They are electron
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Figure 4.4: Tau Seed Track Impact Parameter. The seed track impact pa-
rameter D0 distribution of taus from W boson decaying (Monte Carlo generated
sample).
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Figure 4.5: Tau Isolation Annulus. Tracks are not allowed within the isolation
annulus (between θsig and θiso).
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removal, muon removal and energy dependent mass selection, which will be described

in the following discussions respectively.

First, electrons are easily confused with those taus which have one track plus a π0.

In fact, almost every high-PT electron can be misreconstructed as a tau candidate.

We somehow have to reject these false taus. The standard CDF approach requires

EEM

Etotal
< 1 − ξ

E/P
, where EM fraction EEM

Etotal
is the ratio of electromagnetic energy to

total energy, E/P is the ratio of energy to momentum of the tau, and ξ is a constant.

The ξ-based cut is applied because electrons have large EM fraction. However,

sometimes real taus could also exhibit large EM fraction, as shown in Figure 4.6,

where ξ = 0.2, and Figure 4.7. So not only electrons, also about 10% of real taus

are rejected by the ξ-based cut. In addition, the rejection power of the ξ-based cut

decreases for high energy electrons, because they have a larger energy leakage in the

hadronic calorimeter, therefore the EM fraction is smaller.

We developed a new algorithm, which explicitly identifies electrons to be rejected

using more information. To do that, for each reconstructed tau candidate we build

a corresponding electron object by converting the variables associated with the tau

candidate into electron variables and calculate χ2
ele as

χ2
ele =

(1 − EEM

Etotal
)2

σ2
EM

+
∆XCES

2

σ2
XCES

+
(1− ECES/P)2

σ2
EP

(4.5)

where σEM is the peak width of the EEM

Etotal
distribution, σXCES

is the space resolution

of CES, and σEP is the peak width of the ECES

P
distribution. The first term requires

the EM fraction to be close one. The second term requires the residual between the

track and the nearby CES shower to be small. The last term requires the energy

of the reconstructed CES shower, ECES to be consistent with the track momentum

P. If the electron object has χ2
ele < 10 and passes all the “loose” electron identifi-

cation cuts listed in Table 4.3, it is considered to be consistent with a real electron

and is rejected. Figure 4.8 shows the invariant mass formed from electron and tau

candidates reconstructed in the Z → ee Monte Carlo sample, where tau candidates

are actually from the electron produced in Z decay. From the figure, we can see
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“loose” CEM
DetCode =0(central)

FidEleTrk =4
|ZCot| ≤ 155 cm
ZCes 9 cm ∼ 230 cm
ET ≥ 10 GeV

Beam constrained PT ≥ 5 GeV/c
Beam constrained |Z0| ≤ 60.0 cm

COT Ax. Seg. ≥ 3 (5)
COT St. Seg. ≥ 3 (5)

χ2
cot ≤ 3

Ehad/Eem ≤ 0.06 + 0.0006 ∗ E
Isolation ≤ 0.2
|DeltaXces| ≤ 3.0 cm (if Xces ≤ 21.5)
|∆Zces| ≤ 3.0 cm (if Xces ≤ 21.5)

Eces/Ptrack ≥ 0.2
χ2

ele ≥ 10

Table 4.3: List of “Loose” Electron Identification Criteria.

that we have rejected most misidentified tau candidates coming from the electrons

by applying the electron removal criteria.

In addition to rejecting electrons, we also need to reject the misreconstructed tau

candidates from muons. Most muons are very distinguishable from taus because they

behave as minimum ionizing particles in the calorimeter, failing the ET > 20 GeV cut

in tau identification. However, some muons interact in the calorimeter or radiate a γ,

which deposits a significant amount of energy in the calorimeter. These muons can

pass tau identification cuts and mimic taus. In the CDF default tau identification,

there is no muon removal cut to remove this kind of muon. In the new identification,

we add a cut to reject them. We reject the tau candidate if it overlaps with a partially

identified muon (passing all the muon identification except calorimeter energy cut)

(Figure 4.9).

Finally, we have developed energy dependant mass cut in tau identification. In

the CDF default tau identification, the visible mass (the mass of π0 and tracks) is
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Figure 4.6: ξ-based electron removal in tau identification. The EM fraction
EEM

Etotal
is the ratio of electromagnetic energy to total energy. ξ-based selection removes

electrons having a large EM fraction, but also removes some taus with large EM
fraction.

Figure 4.7: The EM Fraction Distributions from Electrons and Taus. Some
taus also have large EM fraction.
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Figure 4.8: Rejecting Electrons from Tau Candidates. The invariant mass
of an electron and a tau candidate reconstructed in Z → ee decays (Monte Carlo
generated sample). The left plot shows the tau candidates before the electron removal
cut is applied. The right plot shows the tau candidates after the electron removal cut
is applied, where Z peak made by the misidentified taus is significantly reduced. By
applying an electron removal cut, we have rejected most misidentified tau candidates
coming from the electrons.

required to be less than 1.8 GeV/c2. The calorimeter mass (the mass of the four-

momentum which is determined by the energy and position of the calorimeter tower)

is required to be less than 4 GeV/c2. We found that for high energy taus (from high-

mass ν̃τ decay), the fixed mass cut becomes inefficient because the mass distributions

become wider than the cut values (Figure 4.10). Therefore, we apply a “sliding mass

cut” which is a function of the tau energy (Figure 4.11). The sliding mass cut was

chosen so that the efficiency of the cut is constant at 95% as the energy of the tau

increases (Figure 4.12).

Taus identification criteria described above are summarized in Table 4.4.
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Figure 4.9: The Number of Muon Stubs Produced by Tau Candidates.
The left plot is the distribution before rejecting muons, where the muons fake tau
candidates and produce muon stubs (Monte Carlo generated samples). The right plot
is the distribution after rejecting muons, where the fake taus are removed and the
most remaining tau candidates don’t have the muon stubs (Monte Carlo generated
samples).
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Figure 4.10: Visible Mass of Taus from Different Mass ν̃τ Decays. The visible
mass distribution of τ ′s from 500 GeV/c2 ν̃τ decay is broader than the distribution
of τ ′s from 100 GeV/c2 ν̃τ decay. The fixed mass cut (< 1.8 GeV/c2) is not efficient
for high-energy taus.
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Figure 4.11: Sliding Tau Visible Mass Cut vs. Fixed Visible Mass Cut. By
apply the sliding visible mass cut, the τ ′s between the dark blue line (sliding mass
cut) and light blue line (fixed mass cut) are recovered.
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CDF Default τ identification New tau identification
|η| ≤ 1.0 ≤ 1.0

Seed Track PT ≥ 10 GeV/c ≥ 10 GeV/c
Visible ET ≥ 25 GeV ≥ 25 GeV

Cal ET ≥ 20 GeV ≥ 20 GeV
Electron removal ξ based explicitly

Muon removal - yes
Seed tower ET ≥ 10 GeV ≥ 10 GeV
Seed track |Z0| ≤ 60.0 cm ≤ 60.0 cm

Seed track |ZCOT| ≤ 155.0 cm ≤ 155.0 cm
Seed track |D0| ≤ 0.2 cm ≤ 0.2 cm
Seed track χ2

cot ≤ 3 ≤ 3
Seed track ZCes 9 cm≤ ≤ 230 cm 9 cm≤ ≤ 230 cm
1-prong |XCes| ≤21.5 cm ≤21.5 cm

Seed track COT Ax. Seg. ≥ 3 (5) ≥ 3 (5)
COT St. Seg. ≥ 3 (5) ≥ 3 (5)

Number of isolated tracks 0 0
Calorimeter Isolation ≤ 0.1 ≤ 0.1

CalMass ≤4.0 GeV/c2 ≤4.0 + (20.0− 4.0)× ET−20.0
400.0−20.0

TrkMass ≤ 2.0 GeV/c2 ≤ 2.0 GeV/c2

VisMass ≤ 1.8 GeV/c2 ≤1.8 + (10.0− 1.8)× ET−20.0
200.0−20.0

Table 4.4: List of Tau Identification Criteria.
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Figure 4.12: Visible Mass Cut Efficiency. The efficiency of the sliding visible
mass cut is constant when the energy of tau increases (blue), while the efficiency of
the fixed cut decreases when the energy of tau increases (red).

4.3.1 Tau Identification Efficiency ετ and Scale Factor

Tau identification efficiency is the probability of a tau candidate passing the iden-

tification selection. We measure the tau identification efficiency in data (εdata
τ ) and

Monte Carlo generated sample (εMC
τ ). The ratio of εdata

τ and εMC
τ is referred to as the

scale factor, which can be used to rescale the εMC
τ .

The tau identification efficiency is calculated as:

ετ =
NT

NP

(4.6)

where NP is the number of tau candidates with |η| ≤ 1.0, PT ≥ 10 GeV/c and

visible ET ≥ 25 GeV, and NT is the number of taus passing all the identification

criteria. We use W → τν events to measure the ετ ID. The scale factor between data

and Monte Carlo generated sample is εdata
τ /εMC

τ ' 1 [13].
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4.3.2 Jet-to-Tau Misidentification Probability

It is difficult to identify hadronic taus in a hadron collider environment. Some narrow

QCD jets consisting π0, π± and K± can appear similar to tau decays. The tau

identification criteria, for instance the isolation and the mass criteria, are designed

to remove the QCD background. However, some tau candidates reconstructed from

QCD jets can pass the tau identification.

To study the probability for those tau-like candidates from jets to be misidentified

as taus, we use the following triggered data samples: Jet20, Jet50, Jet70, Jet100;

and Monte Carlo generated samples Jet300 (Jet500). The jet-to-tau misidentification

probability is defined as:

Pτ
mis =

Ntight

Ncandidates

(4.7)

where Ncandidates is the number of tau candidates with calorimeter ET > 20 GeV in

Jet20 sample (> 50 GeV in Jet50 sample, etc.), seed track PT > 10 GeV/c, seed

track (9 cm < |ZCES| < 230 cm) in the jet samples, and Ntight is the number of

denominator candidates passing the tight tau identification selection.

We measure Pτ
mis in QCD data samples as a function of the tau calorimeter

energy. However, because the QCD dijet cross section decreases rapidly when jet

energy increases, we don’t have enough statistics in the high energy region in data

sample (especially above 200 GeV). We have to use Monte Carlo samples to estimate

the jet-to-tau misidentification probability in the high energy region. We found that

some tau variables are not simulated well because Monte Carlo simulated tau jets

are more narrow than the tau jets in data [14]. We tuned the tau variables in the

Monte Carlo samples by using the procedures described in [14]. As a result, the

jet-to-tau misidentification probabilities determined by using the tuned Monte Carlo

are consistent with the misidentification probabilities measured in data (the ratio of

them is S = 0.95 ± 0.16). We also found that Pτ
mis in different jet samples are

consistent within the statistical uncertainty.
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Figure 4.13: Jet-to-Tau Misidentification Probability. We found that the
misidentification probability in different samples are consistent within the statis-
tical uncertainty. The misidentification probability in the Monte Carlo generated
samples are consistent with the extrapolation from the data.

Figure 4.13 shows the Pτ
mis measured in data samples and the Monte Carlo sam-

ples.

4.3.3 Electron-to-Tau Misidentification Probability

To measure the probability of an electron being misidentified as a tau, we use elec-

trons from Z boson decay. We identify Z → ee decays by requiring one of the elec-

trons to be a “loose electron” (passing the identification criteria listed in Table 4.3).

The second electron, as the probe, is required to be reconstructed by the tau recon-

struction algorithm. The dilepton mass is in the region 80 GeV < Meτ < 100 GeV.

The electron-to-tau misidentification probability is defined to be:

Pe−τ
mis =

N

N0

(4.8)

where N0 is the number of Z events reconstructed from a loose electron and a
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tau candidate passing the tau identification criteria except for electron removal and

N is the subset of denominator events, which have the tau candidates pass all the

tau identification criteria including the electron removal. We do the measurement in

data and the Monte Carlo sample. The measured electron-to-tau misidentification

probabilities are Pdata = (1.6 ± 0.9) % and PMC = (2.0 ± 0.4) % [15].
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Chapter 5

Search

5.1 Data and Monte Carlo Samples

5.1.1 Data Samples

We use Run II data in the run range 150145–212133 collected over the period

02/2002-02/2006. The runs with sub-detectors functioning properly for lepton recon-

struction are selected. The data are triggered by the high−PT lepton trigger paths:

ELECTRON CENTRAL 18, MUON CMUP 18, MUON CMX 18 (Table 5.1). The

integrated luminosity is 1 pb−1.

5.1.2 Signal and Background Monte Carlo Samples

We generate the Higgs boson H, a scalar resonance available from the PYTHIA

generator, and produce d quark and anti-d quark dd → H event samples. The

PYTHIA event generator with the CTEQ5L parton distribution function (PDF)

and the CDF run II detector simulation based on GEANT 3 are used to generate

the simulated samples. We force the scalar to decay into different flavor leptons

eµ, eτ, µτ ; the Next-to-Leading order (NLO) ν̃τ theoretical cross section is used

for the absolute normalization. The scalar is generated at nine mass points from
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Trigger Level CEM18 CMUP18 CMX18
Level 1 ET ≥ 8 GeV PT ≥ 6 GeV/c ET ≥ 6 GeV/c

XFT PT ≥ 8 GeV/c XFT PT ≥ 4.1 GeV/c XFT PT ≥ 8.3 GeV/c
EHAD/EEM ≤ 0.125 CMP Stub

Level 2 ET ≥ 16 GeV XFT PT ≥ 8.3 GeV/c XFT PT ≥ 10.1 GeV/c
XFT PT ≥ 8 GeV/c CMU stub CMX stub
EHAD/EEM ≤ 0.125 CMP stub

Level 3 ET ≥ 18 GeV PT ≥ 18 GeV/c PT ≥ 18 GeV/c
XFT PT ≥ 9 GeV/c ∆XCMU ≤ 20 cm ∆XCMX ≤ 10 cm
EHAD/EEM ≤ 0.125 ∆XCMP ≤ 20 cm

Lshr ≤ 0.4
∆ZCEM ≤ 8 cm

Table 5.1: High−PT Lepton Trigger Requirements.
ELECTRON CENTRAL 18, MUON CMUP 18 and MUON CMX 18 trigger paths
require events that meet the listed criteria.

Lepton type scale factor trigger efficiency
CEM 0.98 0.96

CMUP 0.87 0.91
CMX 0.99 0.97
TAU 1.0 −

Table 5.2: Lepton identification Scale Factors and Trigger Efficiencies.

50 GeV/c2 to 800 GeV/c2. We use the Electroweak Group Monte Carlo samples for

modelling the SM processes.

We emulate the trigger effect on the Monte Carlo samples by weighting the event

yields with the trigger efficiency. The scale factors of lepton identification efficien-

cies are also applied to the event yields in Monte Carlo samples, where the scale

factor is the ratios of the identification efficiency measured in data and the Monte

Carlo sample. Table 5.2 lists the scale factors and trigger efficiencies used in the

analysis [16] [17].
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5.2 Event Level Selection

We select two leptons of different flavor and opposite electric charge. The two leptons

have to pass the lepton identification criteria described above. We require that the

distance between the two leptons in the z-coordinate ∆Z < 5 cm and the distance

in η − φ plane ∆R > 0.4.

If there are three identified leptons in the event, two of which are of same flavor,

we select the most energetic one among these. If the three leptons have different

flavor, the event simultaneously belongs to all three search channels.

5.3 Signal Acceptance

The CDF detector only accepts some of the events produced in collisions due to the

geometrical limitations of the subdetectors. In addition, the efficiencies of recon-

struction and identification are not 100%. Therefore, the number of expected events

is as follows:

Nexp = (σ ×BR)× Lint × αtotal (5.1)

where Nexp is number of the expected events, and αtotal is the probability of the events

being detected, reconstructed and identified. We use the Monte Carlo generated

sample to measure αtotal, where we know how many physical events are produced

at generator level. The αtotal is defined as the number of the events passing all

event selection divided by the number of generated events. We scale αtotal from

Monte Carlo to data by applying the trigger efficiencies and lepton identification

scale factors.

We apply the identification cuts described in chapter 4 to leptons in signal Monte

Carlo samples. Compared to the standard electron identification algorithm, the new

electron identification efficiency has been improved by ∼ 10% (Figure 5.1). We also

have improved the tau identification efficiency by factor of two by using the new tau

identification algorithm (Figure 5.1).
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Figure 5.1: Improved Lepton Acceptances. The tau identification efficiency
decreases when the energy of tau increases if we use CDF default identification
criteria (light blue). The tau identification efficiency stays constant in the high
energy region by using the new criteria (dark blue). In addition, the tau identification
efficiency has been improved by factor of two by using the new criteria. The electron
identification efficiency has been improved by ∼ 10% by using the new criteria.

The acceptances for signal events using the new identification criteria in their

channels are shown in Figure 5.2.

5.4 Standard Model Backgrounds

5.4.1 Physics Backgrounds

“Physics” backgrounds are those SM processes having the same signature as the

signal. In our analysis, the following processes contribute as the physics backgrounds:

Drell-Yan production: Drell-Yan processes are the annihilation of a quark anti-

quark pair to produce a Z boson or virtual photon which decays into a lepton
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Figure 5.2: Signal Event Acceptances. The lots show the acceptances of ν̃τ →
eµ, eτ, µτ . The acceptances in eτ and µτ channels are lower than the on in the
eµ channels because we only select hadronic tau decays and the tau identification
efficiency is lower than electron or muon.

pair (pp̄ → Z/γ∗ → `+`−). When Z/γ∗ decays into ττ , where one τ de-

cays leptonically into e or µ and another τ decays hadronically, Drell-Yan

becomes a background in the eτ or µτ channel. When both τ ’s from Z/γ∗

decay leptonically, Drell-Yan becomes a background in the eµ channel. The

PYTHIA generated Monte Carlo sample correctly models the theoretical σ×Br

of Z/γ∗ → `+`−, which is 485 pb at Next-to-Leading order (NLO) if the mass

is larger than 20 GeV/c2 [18].

Diboson production: diboson production refers to the interactions between gauge

bosons. The diboson production cross section is much smaller than the Drell-

Yan process. The NLO theory production cross section is 12.4 pb for WW , 3.7

pb for WZ and 1.4 pb for ZZ [19]. When both gauge bosons decay into leptons

of different flavors, the diboson production becomes a physics background in

this analysis.
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Top quark pair production top quark pairs are produced through the strong in-

teractions (pp̄ → tt̄ or gg → tt̄). Top quarks decay into Wb with a branching

ratio of almost 100%. If the two W bosons from top quark decay into leptons

of different flavor, the top pair production becomes a physics background in

this analysis. The NLO theoretical top pair production cross section is 6.7 pb

for a top quark with mass of 175 GeV/c2[20].

To estimate the contributions from the physics backgrounds, we apply the event

selection to the Monte Carlo generated samples. The NLO theoretical cross section

is used for the absolute normalization. The predicted background is the number of

events passing selection from the Monte Carlo sample normalized to the same inte-

grated luminosity as data and scaled by the trigger efficiency and lepton identification

scale factor.

5.4.2 Fake Backgrounds

There are also backgrounds due to lepton misidentification. We call them “fake

backgrounds”. If one lepton in an event is a misidentified object, we call the event

a “single fake” event. If both leptons are misidentified objects, we call the event a

“double fake” event.

The single fake backgrounds in this analysis include:

W+jet(s): one or more jets can be produced by QCD interactions associated with

a W boson in an event. The measured cross section of inclusive production

times branching ratio of W → `ν is 2775 pb at CDF[22]. W+jet(s) production

becomes a background in our analysis when W bosons decay leptonically into

e/µ/τ and a jet is misidentified as a lepton.

Drell-Yan+jet(s): one of the leptons from Z/γ∗ decays is missing. A jet is misiden-

tified as a lepton.

Drell-Yan (pp̄→ Z/γ∗ → ee): one electron is misidentified as a tau.

55



Drell-Yan (pp̄→ Z/γ∗ → µµ): one muon is misidentified as an election or tau.

We use the Monte Carlo samples to estimate the single fake backgrounds.

The double fake backgrounds include:

QCD dijets: the two jets are misidentified as leptons.

γ + jets: the γ is misidentified as an election and a jet is misidentified as a τ or µ.

To estimate double fake backgrounds, we use events with same charge leptons in

data since there is no correlation between the charge of the leptons in dijet and γ+jet

events. We need to subtract the contribution of the same charge events originating

from backgrounds other than QCD dijets and γ + jets.

5.5 “Blind” Analysis

The analysis is performed as a counting experiment in which the number of ob-

served events in data will be compared with the number of predicted events from

SM background. Meanwhile, to eliminate the experimenter’s bias on the results,

we perform the analysis as a “blind” analysis. Control regions and signal regions

are defined, which will be described in the following discussions. Before we apply

the event selection to data in signal regions, we validate the event selection and the

background predictions in the control regions by checking the consistency between

the expectation from SM background and the event yields in data.

5.5.1 Control Regions

The control region is defined as: 50 GeV/c2 < MLL < 110 GeV/c2, where MLL is

the dilepton mass. We use the tau visible four-momentum (introduced in chapter 4)

plus electron or muon four-momentum to reconstruct the dilepton mass in eτ and

µτ channels. To estimate the amount of expected SM background, we apply the
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event selection to the tuned PYTHIA Monte Carlo samples. The number of events

selected in Monte Carlo samples are scaled by the lepton identification scale factors

and trigger efficiencies which are listed in Table 5.2. In the control regions, the

dilepton mass distributions from the SM predicted backgrounds and the observation

in data in three channels are shown in Figure 5.3. The dominant backgrounds are:

Drell-Yan (ττ) and the fake backgrounds in the eτ and µτ channels; Drell-Yan (ττ),

WW and tt̄ in the eµ channel (the contribution from the fake backgrounds are

much smaller than the physics backgrounds). This is understandable because the

misidentification probability for taus is higher than misidentification probability for

an electron or muon.

In addition to the dilepton mass distributions, we also compare other variable

distributions from the SM predicted backgrounds and the observation in data in the

control regions. The distributions are selected because they are powerful discrim-

inants between different backgrounds or they indicate how well the Monte Carlo

simulates data. For instance:

The tau visible mass distribution is shown in Figure 5.4, where the visible mass

of most misidentified taus from jets is larger than real taus from physics background.

The tau track multiplicity distribution is shown in Figure 5.5, where we select the

1-prong and 3-prong taus. The ratio of the 1-prong and 3-prong taus is approximately

3 : 1. However, since the reconstruction efficiencies for 1-prong and 3-prong are

different (the probability for π0s to carry a significant amount of the tau energy is

larger for 1-prong taus than 3-prong taus. While it is easier to reconstruct tracks

than π0s.), the ratio of the identified 1-prong and 3-prong taus is not exactly 3 : 1.

The fake taus from jets tend to have more tracks than real taus.

The tau visible energy distribution is shown in Figure 5.6, where the tau visible

energy is less than the real energy of the tau because the neutrino from tau decays

escapes detection.

The tau isolation energy in hadronic calorimeter and electromagnetic calorimeter
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Figure 5.3: Dilepton Mass Distributions in the Control Regions. We use
the visible four-momentum of the tau plus the electron or muon four-momentum to
reconstruct dilepton masses in eτ and µτ channels. The dominant backgrounds are:
Drell-Yan (ττ) and the fake backgrounds in the eτ and µτ channels; Drell-Yan (ττ),
WW and tt̄ in the eµ channel (the contribution from the fake backgrounds is much
smaller than the physics backgrounds).
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Figure 5.4: Tau Visible Mass Distribution in the eτ Channel Control Re-
gion. The visible mass of most misidentified taus from jets (grey and yellow colors)
is larger than real taus from physics background.
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Figure 5.5: Tau Track Multiplicity Distribution in the eτ Channel Control
Region.
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Figure 5.6: Tau Visible Energy Distribution in the eτ Channel Control
Region. The tau visible energy is less than the real energy of the tau because the
neutrino from the tau decay escapes the detection.

distributions are shown in Figure 5.7 and Appendix Figure A.1, where the isolation

energy is the energy measured around the tau within the cone R ≤ 0.4 in the

calorimeters (except for the tau energy). The isolation energy is not simulated well

in the Monte Carlo generated samples and is tuned using data.

The electron isolation energy Eiso over the total energy is shown in Figure 5.8,

where the misidentified electrons from jets have a larger Eiso/E than the real elec-

trons.

More figures showing other distributions that we compared between the predicted

SM backgrounds and the observations in data are in the Appendix.

As a conclusion for this section, the number of observed events and expected

events from the SM background in the control region agree well, as summarized in

Table 5.3.
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Figure 5.7: Tau Hadronic Isolation Energy in the eτ Channel Control Re-
gion. The isolation energy is not simulated well in the Monte Carlo generated
samples and is tuned to match data.
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Figure 5.8: Electron Isolation Energy over the Total Energy in the eτ Chan-
nel Control Region. The misidentified electrons from jets have a larger Eiso/E than
the real electrons.
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SM processes eτ channel eµ channel µτ channel
Z/γ∗ → ττ 321.0 ± 4.2 77.6 ± 2.1 272.2 ± 4.0
Z/γ∗ → ee 84.7 ± 3.7 − −
Z/γ∗ → µµ − 5.8±1.0 54.5 ± 3.0

W → eν(+jets) 173.0 ± 9.4 − −
W → µν(+jets) − 2.5±1.5 144.3 ± 11.8
W → τν(+jets) 16.1 ± 2.2 − 8.7 ± 1.7

WW 2.7 ± 0.05 14.0± 0.1 2.3 ± 0.04
tt̄ 2.1 ± 0.04 8.6±0.1 1.7 ± 0.04

Dijets and γ +jets 313.8 ± 20.5 1.1±2.7 22.0 ± 11.8
Total predicted background 913.4 109.5 505.7

± 23.3 ± 47.0 ±3.9± 7.5 ±17.5± 38.8
Observation 894 105 477

Table 5.3: The Predicted Backgrounds and Observation in the Control
Regions. The uncertainties on the individual backgrounds are statistical and on
the total predicted background are statistical and systematic.

5.5.2 Signal Regions

We have defined eight signal regions in each channel assuming that the mass of ν̃τ is

between 100 GeV/c2 and 800 GeV/c2. For a given ν̃τ mass, the corresponding signal

region is defined as MLL > Mmin
LL , where MLL is the dilepton mass from ν̃τ decays and

Mmin
LL is the lower bound of the signal region. The number of signal events and the

background events in a given signal region are obtained by integrating their dilepton

mass distribution from Mmin
LL to the infinity (∼ 1 TeV). Mmin

LL is chosen such that we

can obtain the best expected limit on σ × BR of ν̃τ for a given ν̃τ mass in a given

channel. For this purpose, we are “blind” to the real number of events observed in

data(N obs
data) in an “a priori” signal region. Instead, we assume that the number of

observed events (N obs
data) is derived from the fluctuation of the number of expected SM

background events (N exp
bg ) in that region, and simulate pseudo-experiments. Then

we translate N obs
data, N

exp
bg , and the signal acceptance into the expected upper limit

on the σ × BR of ν̃τ using a Bayesian technique [21]. Driven by obtaining the
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signal mass Mmin
LL in eτ channel Mmin

LL in µτ channel Mmin
LL in eµ channel

(GeV/c2 ) (GeV/c2) (GeV/c2) (GeV/c2)
100 80 80 90
200 160 160 190
300 230 220 280
400 280 240 360
500 310 280 450
600 340 320 500
700 360 350 550
800 360 370 600

Table 5.4: Signal Regions. Table shows the lower bound Mmin
LL of each signal

region corresponding to the different ν̃τ masses in three channels.

best expected limit, for ν̃τ with mass 500 GeV/c2, the signal region is defined as

Mmin
LL = 310 GeV/c2 in the eτ channel, Mmin

LL = 280 GeV/c2 in the µτ channel. For

ν̃τ with mass 600 GeV/c2, the signal region is defined as Mmin
LL > 500 GeV/c2 in the

eµ channel (Figure 5.9). The definition of signal regions corresponding to more ν̃τ

masses are listed in Table 5.4.

Because we have low statistics in the region above 200 GeV/c2, the backgrounds

are estimated by fitting the shape.

Figure 5.10 shows the dilepton mass distribution from the single fake background,

W → µν+jets, where a jet is misidentified as a tau. The solid histogram shows the

background events with one tight muon and one tight tau (we have very few events

above 200 GeV/c2 ). We loosen the identification criteria on tau (only apply the

geometric and kinematic cuts) to obtain a more reliable background shape (having

more events in high energy region), shown as data points. Then we fit the data

points and the fitted shape is shown as the colored line. The black line is the same

as the colored line but with the proper normalization. The number of background

events in a given mass region is an integration of the fitted shape with the proper

normalization.

Figure 5.11 shows the dilepton mass distribution from the physics background
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Luminosity 6%
Tau identification efficiency 5%

Jet-to-tau misidentification probability 15 %
Electron identification efficiency 1 %

Muon identification efficiency 1 %
PDF’s see Table 5.6

Background fitting mass dependant

Table 5.5: Summary of the Systematic Uncertainties. The Table lists the
various sources of systematic uncertainty in our measurement.

Drell-Yan (ττ), where one tau decays into muon. The solid histogram shows the

background events with one tight muon and one tight tau. The data points shows

the background events with one tight muon and one tight tau before normalization.

We fit the data points and the fitted shape is shown as the colored line. The black

line is the same as the colored line but with the proper normalization. The number

of background events in a given mass region is obtained by integrating the fitted

shape with the proper normalization.

5.6 Systematic Uncertainties

There are several sources of systematic uncertainties summarized in Table 5.5. The

dominant systematic uncertainties are from the jet-to-tau misidentification proba-

bility and the luminosity measurement.

5.6.1 Luminosity

At CDF, the luminosity is determined by using the Cherenkov Luminosity Counters

(CLC) and the measurement of the inelastic pp scattering cross section. The com-

bined uncertainty from the CLC efficiency and inelastic pp scattering cross section is

6%[23], which contribute to the expected signal and background estimate from the
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Monte Carlo samples.

5.6.2 Lepton Identification

We use the Monte Carlo samples to estimate the signal and background acceptances,

which are scaled by lepton identification scale factors to data. The uncertainties on

lepton identification scale factors affect the estimate of the signal acceptance and

the predictions on the SM background. The uncertainty on the tau identification

efficiency is 5% due to jet contamination in the tau samples and the statistical

limitation of samples used for the measurement. The uncertainty on the estimate

of jet to tau misidentification probability is 15% [14], which is from the different

misidentification probabilities measured in the several jet samples. The uncertainty

on the electron identification efficiency and on the muon identification efficiency are

1% respectively [16], which are smaller than tau identification efficiency. This is

understandable because it is easier to obtain pure electron/muon samples than pure

tau samples.

5.6.3 Background Fitting

We use the fitting method which is described in section 5.5.2 to estimate the back-

ground in the signal regions. The uncertainty from the choice of the fitting function

and the fitting parameters is translated into the systematic uncertainty. Correlations

among the fitting parameters are taken into account when calculating the uncertainty

on a individual background. The total background uncertainty is obtained by com-

bining the individual background uncertainties in quadrature.
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signal mass ∆A/A(PDF )(%)
100 GeV/c2 +1.0

−0.9

300 GeV/c2 +0.26
−0.24

500 GeV/c2 +0.12
−0.13

800 GeV/c2 +0.08
−0.09

Table 5.6: Systematic Uncertainties Due to the PDF’s. PDF uncertainties on
acceptance for different ν̃τ masses

5.6.4 Parton Distribution Function

Parton distribution functions (PDF’s) are the probability densities for seeing a par-

ton with a certain longitudinal momentum fraction. Uncertainties on the signal ac-

ceptance due to using different parton distribution functions are calculated. When

modelling the signal production process dd̄ → ν̃τ , the acceptance variations result

only from variations of d-quark momentum distributions.

For all three channels, uncertainties are ∼1% at Mν̃τ
= 100 GeV/c2 and they are

reduced to ∼0.1% at Mν̃τ
> 500 GeV/c2 . The mass dependent PDF uncertainties

are shown in Table 5.6.
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Figure 5.9: Selecting Lower Bound for Signal Regions. The plots show the
expected upper limits on σ×BR (ν̃τ → eτ/µτ/eµ) at 95 % C.L. as a function of the
lower bound of the signal region. Each point corresponds to the limit derived from
the signal acceptance and the integrated background above the corresponding mass
selection. The lower bound Mmin

LL is selected at the minimal limit point.
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colored line but after normalization.
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Chapter 6

Results

6.1 Opening the Signal Box

After validating the event selection and the SM background predictions in the control

regions, we apply the selection to data in the signal regions. The dilepton mass dis-

tributions from the SM backgrounds and data are shown in Figure 6.1 (the expected

signal events are also presented).

For each given signal region, we compare the observed data with the SM predic-

tion. For instance, in the eτ channel, we predict 1.4±0.3 events from SM background

and observe two events in data in the signal region Mmin
LL = 310 GeV/c2. In the µτ

channel, we predict 1.0± 0.3 events from the SM background and observe one event

in data in the signal region Mmin
LL = 280 GeV/c2. In the eµ channel, we predict

0.1± 0.1 events from the SM background and observe zero events in data in the sig-

nal region M = 500 GeV/c2. Table 6.1, Table 6.2 and Table 6.3 show the predicted

SM background and the observation in one signal region. Comparisons in additional

signal regions defined for ν̃τ with different masses are listed in Table 6.4.

As a conclusion, the number of events observed in data is consistent with the

number of events predicted from the SM background. We find no evidence of physics

beyond the SM.
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6.2 Interpretation of the Results

Since there is no evidence for new physics in this search, we therefore in the RPV

MSSM scenario, set a 95 % C.L. upper limit on σ × BR (ν̃τ → eτ/µτ/eµ) as a

function of ν̃τ mass. The limit is calculated with the number of events observed

in data, the number of predicted SM background events (with the uncertainty on

it) and the signal acceptance times luminosity (with the uncertainty on it) using

the Bayesian technique. The idea of the Bayesian technique can be summarized as

follows: when we perform a counting experiment, we predict the number background

events b with the uncertainty σb and we know the product of the signal acceptance

and luminosity, ε, with the uncertainty σε. The observation is n events in data. If we

do the experiments many times, n is a Poison distribution with mean sε+ b, where

s is the cross section of the process. Our goal is to obtain the upper limit on s with

a certain confidence level. To do that, we need to know the posterior probability

density function p(s|n) for s [21]. The upper limit on s with 95% C.L. is given by

∫ su

0
p(s|n)ds = 95% (6.1)

As a result, the 95% C.L. limits on σ × BR (ν̃τ → eτ/µτ/eµ) as a function of

the ν̃τ in Figure 6.2 and Table 6.4. The expected ν̃τ signal event yields correspond

to the next-to-leading order (NLO) theoretical σ × BR of Ref. [24] with λ′311 = 0.10

and λi3k = 0.05 chosen as the benchmark point. The 95 % C.L. lower limits on the

ν̃τ mass are 476 GeV/c2 in the eτ channel, 471 GeV/c2 in the µτ channel and 555

GeV/c2 in the eµ channel. The mass limits correspond to the intersection of the

observed limit and the theoretical prediction which is calculated at the benchmark

point.
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SM processes eτ channel
Mmin

LL = 310 GeV/c2

Z/γ∗ → ττ 0.7 ± 0.3
Z/γ∗ → ee 0.04 ± 0.01

W → eν(+jets) 0.3 ± 0.05
W → τν(+jets) 0.002 ± 0.001

WW 0.01 ± 0.002
tt̄ 0.005 ± 0.001

Dijets and γ +jets 0.3 ± 0.06
Total SM background 1.4 ± 0.3 ±0.1

Observed Events in data 2

Table 6.1: The Predicted Backgrounds and Observation in the Signal Re-
gion Mmin

LL = 310 GeV/c2 in eτ channel. The uncertainties on the individual
backgrounds are statistical and on the total predicted background are statistical and
systematic.

SM processes µτ channel
Mmin

LL = 280 GeV/c2

Z/γ∗ → ττ 0.4 ± 0.3
Z/γ∗ → µµ 0.1 ± 0.02

W → µν(+jets) 0.3 ± 0.08
W → τν(+jets) 0.004 ± 0.003

WW 0.02 ± 0.004
tt̄ 0.006 ± 0.0008

Dijets 0.02 ± 0.005
Total SM background 1.0 ± 0.3±0.1

Observed Events in data 1

Table 6.2: The Predicted Backgrounds and Observation in the Signal Re-
gion Mmin

LL = 280 GeV/c2 in µτ channel. The uncertainties on the individual
backgrounds are statistical and on the total predicted background are statistical and
systematic.
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Figure 6.1: Dilepton Mass Distributions. The observed data events agree with
the SM expectations. The expected signal event yields are calculated using the NLO
σ × BR of ν̃τ (Mν̃τ

= 500 GeV/c2) at the benchmark point.
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Figure 6.2: 95 % CL upper limits on the σ×BR. The plots shows the expected
and observed 95 % C.L. upper limits on the σ×BR ν̃τ as a function of ν̃τ mass. The
theory cross sections are calculated at the benchmark point.
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SM processes eµ channel
Mmin

LL = 500 GeV/c2

Z/γ∗ → ττ 0.05 ± 0.1
Z/γ∗ → µµ 0.0004 ± 0.0002

W → µν(+jets) < 0.0001
WW 0.01± 0.001
tt̄ 0.001±0.001

Dijets and γ +jets 0.001±0.001
Total SM background 0.1±0.1±0.01

Observed Events in data 0

Table 6.3: The Predicted Backgrounds and Observation in the Signal Re-
gion Mmin

LL = 500 GeV/c2 in µτ channel. The uncertainties on the individual
backgrounds are statistical and on the total predicted background are statistical and
systematic.
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eτ channel

signal mass Mmin
LL SM background observed exp. limit obs. limit

(GeV/c2 ) (GeV/c2) events events (pb) (pb)
100 > 80 332.4± 13.1 343 21.09 21.16
200 > 160 22.7± 1.4 21 1.02 0.96
300 > 230 5.0± 0.5 5 0.19 0.19
400 > 280 2.1± 0.4 2 0.096 0.092
500 > 310 1.4± 0.3 2 0.069 0.077
600 > 340 1.0± 0.3 0 0.055 0.039
700 > 360 0.9± 0.2 0 0.055 0.040
800 > 360 0.9± 0.2 0 0.050 0.037

µτ channel

signal mass Mmin
LL SM background observed exp. limit obs. limit

(GeV/c2) (GeV/c2) events events (pb) (pb)
100 > 80 153.1± 10.8 135 14.76 13.01
200 > 160 9.3± 1.3 2 0.66 0.26
300 > 220 2.6± 0.5 2 0.19 0.16
400 > 240 1.8± 0.4 1 0.12 0.093
500 > 280 1.0± 0.3 1 0.081 0.080
600 > 320 0.6± 0.2 0 0.072 0.056
700 > 350 0.4± 0.2 0 0.065 0.053
800 > 370 0.4± 0.2 0 0.062 0.052

eµ channel

signal mass Mmin
LL SM background observed exp. limit obs.limit

(GeV/c2) (GeV/c2) events events (pb) (pb)
100 > 90 22.8± 2.4 22 0.45 0.43
200 > 190 3.2± 0.5 3 0.062 0.058
300 > 280 0.6± 0.2 0 0.032 0.024
400 > 360 0.2± 0.2 0 0.024 0.022
500 > 450 0.1± 0.1 0 0.021 0.020
600 > 500 0.06± 0.1 0 0.021 0.020
700 > 550 0.05± 0.09 0 0.020 0.020
800 > 600 0.04± 0.08 0 0.019 0.018

Table 6.4: Observations in Signal Regions. Table shows that the number of
observed events and the expectations from the SM background in eight signal regions
in each channel. The observed 95% C.L. upper limits on σ × BR are also listed.
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Chapter 7

Conclusion

We performed a search for high mass resonances decaying into two leptons of different

flavor: eµ, eτ and µτ . The search is based on 1 fb−1 of CDF Run II data. We found

good agreement between the SM predictions and observations. We set 95% C.L

upper limits on the σ×BR of ν̃τ → eµ/eτ/µτ . Compared with the previous searches

performed at CDF and D0, we improved the upper limit on the σ × BR of ν̃τ → eµ

and two new channels with the hadronic taus in final states are included. For the

first time the RPV couplings related to the third generation leptons are constrained

from a direct search. In the future, we can interpret the results in additional LFV

scenarios, e.g. Z ′ and Higgs LFV decaying into the same final states. We can

improve the analysis sensitivity with a larger dataset. In addition, we can further

improve the sensitivity in the eτ and µτ channels, which currently have the lower

signal acceptances compared to the eµ channel. Since the neutrino from tau decay

escapes the detection and therefore contributes as missing transverse energy (MET),

the dilepton mass, reconstructed from tau visible four-momentum, is lower that the

real signal mass. However, our signal region definition is related to the reconstructed

dilepton mass. For example, for ν̃τ with mass 500 GeV/c2, the signal region is defined

as Mmin
LL = 310 GeV/c2 in the eτ channel and Mmin

LL = 280 GeV/c2 in the µτ channel.

By adding the MET due to the neutrino into the reconstructed tau energy, we could
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obtain a more narrow dilepton mass distribution, which allows us to increase the

lower bound Mmin
LL for the signal region. That will help us reduce the number of

background events while not reducing the signal acceptance in the signal region.

Besides, the world’s future highest energy accelerator, the Large Hadron Col-

lider (LHC), with a center of mass energy of 14 TeV and a designed luminosity of

1034 cm−2s−1, will provide a chance for extraordinary discoveries on new physics.

Many new particles are expected to be produced with a much larger cross section

than that at the Tevatron. For instance, in the RPV MSSM scenario, the ν̃τ pro-

duction cross section at the LHC is larger than that at the Tevatron by about one

order of magnitude at Mν̃τ
≤ 200 GeV/c2, and about two orders of magnitude at

Mν̃τ
≥ 700 GeV/c2 when LHC reaches the designed feature [26]. This will signif-

icantly increases the potential for discovering the new particles in the first several

years of operation. On the other hand, we must handle the more complicated col-

lision environment, which needs a good understanding on the detector performance

and the SM backgrounds. We will also have larger production rates of the SM back-

grounds at the LHC. For instance, the rate for W boson production at the LHC is

∼ 105 pb, Z production occurs at the ∼ 104 pb, and the tt̄ cross section is ∼ 103

pb [25]. Nevertheless, given that the SM backgrounds are dominant in the relatively

low mass region, the high-mass resonance searches are very promising at the LHC.
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Appendix A
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Figure A.1: Distributions in the eτ channel control region.
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Figure A.2: Distributions in the eτ channel control region.
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Figure A.3: Distributions in the µτ channel control region.
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Figure A.4: Distributions in the eµ channel control region.
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